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Abstract

Natural Language Processing (NLP) systems are typically
developed by informaticists skilled in machine learning
techniques that are unfamiliar to end-users. Although
NLP has been widely used in extracting information from
clinical text, current systems generally do not provide any
provisions for incorporating feedback and revising models
based on input from domain experts. The goal of this
research is to close this gap by building highly-usable tools
suitable for the analysis of free text reports.
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Context and Motivation

Electronic Health Records (EHRs) are organized
collections of information about individual patients.
Although present-day EHRSs serve as invaluable data
sources to the clinicians in their day-to-day work, research
communities are still working towards exploiting the
wealth of data contained in them for clinical research and



data-driven quality measures. NLP methods have been
widely applied to clinical text [6, 12, 8]. However, due to
the complexity of clinical text, the accuracy of these
techniques can vary [8]. There is a need to focus on
development of NLP systems that are not only
generalizable for use in different tasks but are also usable
with reduced dependence on NLP developers.

My master’s thesis work aims to explore the design of an
interactive tool to review NLP outcomes and build
learning models iteratively. | believe that by leveraging
visualizations to help the users understand the NLP
models and allowing them to make necessary corrections,
such a tool can provide a feedback loop that may result in
improved accuracy of the NLP models. The two main
bottlenecks from a user-interface building perspective are
in receiving annotations and labeling examples from the
user, and allowing them to make changes to the models. |
have proposed novel interaction methods and
visualizations techniques to address these challenges.

Related Work

Visualization and Sensemaking

Visualization tools such as WordTree [10] and Tiara [11]
help in providing a visual summary of large amount of text
data. While Tiara focuses on content evolution of each
topic over time, WordTree provides a keyword in context
method of exploring the text. Other tools such as Jigsaw
[9] help users interpret document collections by visualizing
documents in multiple graph, cluster and list -type views.
Our task in reviewing clinical documents is somewhat
different, in that our goals are to understand common
textual patterns and to use those patterns to improve
NLP models. We have adapted elements of these views -
in particular, WordTree's phrase view and Jigsaw's
document view to support our goals.

Interactive Machine Learning

There have been many efforts to develop user-centric
tools for machine learning and NLP making it easier for
the end users to use them. D’Avolio et. al. [4] have
described a prototype tool with a user interface to
configure the machine learning algorithms for NLP and
export their results, thus solving a part of our problem.

Other efforts have explored the development of interactive
machine learning systems that learn iteratively from their
end-users. These efforts describe learning systems whose
output is used by the end-user to further inform the
system, creating a closed loop that can be used to build
continuously improving predictive models. Examples
include applications in interactive document retrieval [7],
image segmentation [5], bug triaging [1] etc.

Research Methods and Progress

| have implemented an interactive web-based tool that
facilitates both the review of structured values extracted
from clinical reports and also has a provision for expert
feedback that can be used to improve the accuracy of
NLP models. The tool consists of three main views: (a)
The grid view (Figure 1(a)) shows boolean variables
extracted from the text in columns and individual
documents in rows. It provides an overview of NLP results
and also has links to view the full-text of the document
represented in each cell; (b) The WordTree view

(Figure 1(b)) provides the ability to search for and explore
word sequence patterns found across the documents in
the corpus and provide feedback that will be used to
retrain NLP models; (c) The retrain view (not shown)
lists user-provided feedback, including any potential
inconsistencies, and specifies changes in variable
assignments due to retraining.
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Figure 1: Screenshots of two of the main views from the prototype tool. Magnified portions are shown inside the circles.

To demonstrate the use of the tool, | have used a dataset
of colonoscopy reports by building on the work done in
[6]. The user-interface has been built using the Angular
(angularjs.org) , D3 [2] and jQuery (jquery.com)
Javascript frameworks and libraries. Our NLP pipeline
uses a bag of words feature-set and a support vector
machine (SVM) learning model, but it can also be
extended for use with different models and complement
other existing tools.

To gain insight into the usability factors for the prototype,
| conducted a formative user study with 5 clinical
researchers, who reviewed colonoscopy reports using it.
The protocol followed the think aloud method. The
System Usability Scale [3] was used to assess subjective
reactions to the tool.

After revising the tool based on feedback from this user
study, | will conduct an empirical evaluation of the tool

with the objective of testing the following hypotheses:

H1: The interactive tool will facilitate the review of

H2:

H3:

clinical text and the building of NLP models.

Visual presentation and interactive feedback
components (word tree, interactive grid and retrain
views) will allow quicker and more accurate
completion of the task of building NLP models.

Manual review supported by this tool may enable
the use of small training sets to quickly converge on
highly accurate models.

Selection of comparison tools and recruitment present
challenges in the design of the empirical evaluation. As
participants in our think-aloud studies were not aware of
alternative tools for the NLP review task, comparison to


angularjs.org
jquery.com

current systems is not possible. Comparison of design
alternatives (such as with or without the Word Tree)
might be an option. Snowball sampling may not be
sufficient for identifying the 20-30 domain experts that we
expect would be needed for statistically compelling results.
Given these constraints, we are considering a descriptive
study that would explore the efficacy of the system for
building highly accurate models using small training sets.
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